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Context

Due to the migration of MQ, We are using messaging applications OpenEx & PO.
OpenEx is converting the incoming flat file to Json Format and sends it to PO.
PO will load it in BW via qRFC and proxies

Flow / Indicator description.

Prod.com proxies are used for several flows:

There are two types of flow:
1. Simple flows



2. Complex flows

This difference is due to an issue constraint.
The number of data passing via OpenEx and SAP PO has to be reduced.
Files are splitted on Prod.com and are reassembled on BW. Before reconstructing these files,
BW will check the content consistency.
Simple flows are flows which do not have a huge amount of data, they are sent with only one
message for a DPP whereas Complexe flows are heavy and are divided in several messages
for one DPP.

Simple Flow Complex Flow

DPP 1 1

Number of messages 1 N messages (N = number of
flow lines / number of
messages lines)

Proxy information

Proxies are available via the transaction code “SPROXY”.
To find the needed proxies, go to Source → ESR → SWCS → PRODUCTION PRODUCTION,
1.0 of decahtlon.com.



To reach the code of the proxies, open the object finishing with “_ia” in Objects part (see
screenshot below).
The property tab will show up. All the implemented code to make the proxy run is written in the
implementing class (Example below : ZCL_PRDITEM_CESSION_TO_IA).



Double clicking on the Implementing class will give the following screen :

The ABAP code is in this method.

In the implementing class there are two different tables used to fill the BW tables



ZPRDHEADER contains all the information about the sent flow.

ZPRDITEMCESSTO contains all the proxy data which will be loaded in the infoproviders.

First step of the proxy ABAP code is to fill the Header table ZPRD_FLOW_HEADER.

Second step is to map all the data to the fields of the BW table.





Check proxy loading
You can use the transaction SXMB_MONI to check the SAP PO flow integration.
“Monitor for Processed XML Messages”

All the Prod.com flows are tagged as “PRODUCTION” so you can filter the Interface
Namespace with “*PRODUCTION*” to see all these flows.

Then you have all the last proxies loadings.

(You can see all the technical information about a flow by double cliking on it and then check the
‘DynamicConfiguration”)



Loadings explanation

Glossary

Difference between Message and Flow :
One flow is the data given by a prod.com batch.
One DPP has one flow but can have multiple messages ID.

Due to performance constraints, the flows are divided in several messages of the same size
(xxx lines).
This means a flow is able to contain a few messages

Flow ID (Unique ID) Message ID



05459848-8EE5-4E47-990F-74050BE69149

0042953a-bba7-49f1-bdbd-bbafdc264236

30bece77-4afd-4aa8-b2fc-89d7c4972f21

6d24602e-1829-4d60-9ee4-e716b19bc4ce

Proxy

Records are sent via PROD.COM into BW Highway thanks to the proxies.

There are 2 steps in the Proxy process:
1. ZPRD_FLOW_HEADER

In the proxies, each DPP is verified at the beginning of the process.
The goal is to check if the DPP which is being sent has already been received. If it is the first
time, the status will be 0. If not, status will be 1 as duplicated.
This avoids data duplication during loadings in Infoproviders but is by the way integrated in the
table in case the restart is normal.

With this check, a BW table (ZPRD_FLOW_HEADER) will be updated with all the flows
information

Field Description Use Example
ZFLOW Prod.com Data Flow Name of Prod.com

flow
APILJ

ZTYPE Type Type of flow
ZPRDDPP Prod.com DPP Type Tiers du DPP 02157
ZBWDPP Vendor Code vendor 0000090540
ZUNIQUEID Unique ID Key used to verify if

the sent file is unique
A357ED75-2
EE4-431C-9C
C5-C92CEF1
A336D

ZNBMESSAGES Number of messages for a
flow

Number of messages
sent in the proxy after
Prod.com cut
(Number of messages
for a flow + Flow Type
+ DPP)

150



ZNBTABLEMESSAGES Number of messages
integrated in the staging
table

Number of messages
integrated in the BW
table

150

ZNBINTMESSAGES Number of messages
integrated in target
infoprovider

Number of messages
loaded in the
Infoprovider

150

ZSTATUSFLOW Status of Unique Id by Flow Check if sent data is
duplicated or not

0

2. Body table

Mapping is done in the proxy and corresponding table of the flows will be filled.
Some fields are added for the flow administration:

Field Use Comment
MESSAGEID Message ID ID of the sent Message

(different from Unique ID
which is particular to the flox

COUNTER Number of lines integrated in
the table

This counter allows to check
the unicity of each line

MESSAGENB Message Number Message number
UNIQUEID Unique ID Flow ID
STATUS Status of flow

The status field will be used to check which data can be loaded.
The status can have 4 different values:
1 : New Data is available in the BW table
2 : Data to be loaded is correct : enough messages for BW integration
3 : Data is loaded
4 : Error during loadings. Check needed by support team
9 : Data has been duplicated by a restart of the prod.com batch, Check needed by support
team.

Process chain
During the process chain loading, there are 3 different parts:



A. Check if data is ready to be loaded

First step is the report Z_PROD_CALCULTION.

This report is used to check if we received enough messages for each flow before loading them
in the infoproviders.

In table ZPRDFLOWPARAM, the name of flows are stored with the minimum percentage
needed to load data from the ZPRD* table to the infoprovider.



2 possible cases
1. Number of messages is lower than the percentage.

Status of record will be set to 1.
This means data is still available to be loaded next time, if the percentage is reached.

2. Number of messages is greater or equal than the percentage needed.
Status will be 2 and the number of messages will be stored in table ZPRD_FLOW_HEADER for
field ZNBTABLEMESSAGES.

For example, APILJ flow could need 80% of the total number of messages to be loaded.
If we have 75% of messages integrated in the tables, the flow will not be loaded. Status of
records will stay to 1.
If 80% is reached, the flow will be loaded. Status of records will be put to 2.

IMPORTANT:
For simple flows (OPILJ, BPILJ, IPILJ), the report Z_PROD_CALCULATION is not used.
The status will be automatically set to 2 or 9 in the proxy.

B. Load data in the infoprovider

As soon as the report is finished, data will be loaded.
Infopackages have a restriction on the status and will load only lines with status = 2.
(Messages validated during the report).

C. Change status of BW table records

During the loading, a check will be done at each step.

Infopackage fails: Status of each lines will be set to 4
DTP fails: Status of each lines will be set to 4
Activation fails: Status of each lines will be set to 4

If the DSO loading succeeds, the status of each line will be set to 3



EXB - Flow 1, 2 & 3 - In case of relaunching

When?
Weekly

Process chain names:

In case of Error during loading

In case of duplicated lines :

Status will be 9.



If this error occurs, please contact Prod.com support team to check if it is normal or not.

Case 1 :
Batch has been relaunched by mistake. Delete the status 9 lines from the table.

Case 2 :
A relaunch has been done to correct older data.
Delete the first Unique ID loaded in BW infoproviders with a selective deletion.
If several batchs have been sent and are in Status “9”, check which unique ID is the last

one loaded and delete all the others Unique ID in Status “9”.
Create or use an infopackage with a data loading restriction on status 9
Restart the Process chain.

In case of Status “4” :

Error on infopackage step:
Do not restart the step.
Check is required on the BW table of the concerned proxy
Complete restart of the process chain is needed.

Error on DTP from Datasource to DSO:
Do not restart the step
Check the error and correct in the BW table if needed
Complete restart of the process chain is needed.

Error on activation:
Do not restart the step
Check the error and correct in the BW table if needed
Complete restart of the process chain is needed.

Error on DTP from DSO to Infoprovider:
Check the error.
Restart the step.

Responsibility Matrix:




